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Abstract : Packet Classification is used by networking applications to sort packets into flows by comparing their header with a
list of rules such that packets will be placed in the flow based on matched rule. With advance in technology and larger storage
capacity available in computers, large amount of data needs to be processed leading to larger classification times. Decision tree
Classification (DTC) is a known classifier for packet classification. In this paper, a hardware accelerator for DTC implementation
is proposed which consists of parallel nodes independently processing data from a streaming source.
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I. INTRODUCTION

The widespread increase in internet usage is due to ease of implementation in various devices such as desktops, smart phones,
tablets and so on. The increasing demand for the internet has posed a serious problem towards processing a large amount of data.
This is accompanied with high power consumption, large resource utilization and longer execution time. Network processors are
used for packet fragmentation and reassembly, encryption forwarding and classification. With such a large amount of data to be
processed, network processors are put under a constant stress. Ramping up the clock speed or increasing the number of processing
cores is done with the intention of increasing processing capacity. However, this will not benefit because this in a way increases
the power consumption[1-5].

The use of hardware accelerators dedicated to the most computational part of a network processor helps in reducing power
consumption and also increases processing capability. This is because hardware accelerators use less number of transistors than
other general purpose processors and they process more data at a lower clock speed because they are dedicated for specific
tasks[6,7].

The paper deals with the design and implementation of a packet classification hardware accelerator also known as a
classifier[8] which is energy efficient.

Decision Tree Classification is a widely used classification technique and is used to categorize streaming data packets into
various categories. The classification of data packets into various subgroups or categories or classes involves two processes. The
first process deals with constructing a decision tree model which consists of root nodes, internal nodes and leaf nodes[9]. The
internal node has a splitting decision and a splitting attribute and results in further branching while the leaf node has no further
branching and hence has a specific category classification. The second process is classification which involves application of
decision tree model to the incoming data packets to predict their respective class. This process is recursive and continues till the
depth of the tree is reached and all the packets are classified into their respective classes.

A HyperCuts Algorithm is used to split an internal node into leaf nodes depending upon the splitting attribute and splitting
index. The data packets traverse from the root node down to leaf nodes or internal nodes according to the rules defined along the
path to each node. Finally, the packets are in their respective nodes whose rule matches with their packet header field.

II. BACK GROUND

A number of hardware implementations of the decision tree are reported in the literature [10], [11]. Single stage hardware
accelerators over multi stage classifiers have always posed a limitation to the performance because no new dataset can be fed at
the input till the previous set of data packets is classified. This poses a restraint on the throughput also and stresses the need to
have multi stage DTC engines which can function and process data in a parallel fashion.

An advanced approach as proposed in [12] was to have equivalence between a decision tree and a threshold network since the
signal has to pass through two stages irrespective of the depth of the decision tree. Many hardware accelerators known in the
literature use a large amount of hardware resources.

Hardware implementation of data mining algorithms have been reported in the past research work. Baker and Prasanna [13]
have designed, implemented and accelerated Apriori algorithm, a popular association rule mining technique.

Many software implementations of DTC [16], [17] have been proposed which use complex data structures for splitting and
redistribution processes. These implementations mainly focus on having a parallelized DTC.

Chrysos et al. [21] presented data mining on the web so as to perform classification and mining of huge amounts of e-data by
implementation of data mining algorithms on a modern FPGA to accelerate certain CPU intensive data classification schemes.
Also a parallel scheme was exploited at the decision variable level and implemented it on a high performance reconfigurable
pattern [22].

The objective of this paper is to classify data packets efficiently according to a pre-defined set of rules. Also it aims at
increasing the throughput and minimizing the resource utilization by employing DTC engines in parallel. The power consumption
is reduced by implementing a simple decision tree structure thus decreasing its hardware complexity and this becomes evident by
the reduced number of flip flops used compared to ones used in the previous approaches.
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III. PACKET CLASSIFICATION ARCHITECTURE

The architecture of data packets classification is as shown in Fig. 1

Fig. 1 Block Diagram of Packet Classification Architecture

Fig. 1 shows the block diagram of packet classification architecture consisting of a receiver, memory, packet classifier, root
node, DTC 1st Stage and 2nd Stage.
3.1 Receiver

The receiver receives input data packets. The packets are of 8 bits and the receiver stores the received packets in a temporary
register. With each packet received, the byte counter is incremented. The counter stops incrementing ones the receiver receives
608 bits of data which is sent as the output of the receiver. The receiver also evaluates the data packets for the presence of any
errors in the packet. The receiver thus outputs a valid data output and an error output
3.2 Memory

The output of the receiver is fed as the input to the memory. The memory address is of 4 bits and hence it contains 16 memory
locations. Each of the memory locations stores 608 bits of data. Data is written into the memory when the write enable is set and
it is read from the memory when the write enable control signal is reset.
3.3 Packet Classification

The packet classifier receives 608 bits of input data. The received packet is divided into Ethernet header, TCP header and IP
header. Out of 608 bits of data, 208 bits are assigned as Ethernet header output, 160 bits as IP header output and 160 bits as TCP
header output. The byte counter is 7 bytes. When the byte count reaches 67, the first 544 bits are assigned to a temporary register.
When the byte count reaches 71 bytes, each of the temporary registers, Ethernet header, TCP header and IP header has 32 bits
added to its range of values. The byte counter has its final counting value of 75. This occurs when load is active. When load
becomes disabled, each of the temporary registers will be of 0 bits and data out is 32 bits. Thus a packet classifier outputs the data
of size 32 bits for an input data of 608 bits.

3.4 Root Node
The root node is the primary node from where the data packet starts traversing down the decision tree. The branching of the

root node into leaf nodes and internal nodes depends upon the source and destination IP address. The value of the index is decided
by the 16 bit source and destination IP address. Consider the source IP address, sip [3:0] < 4 and for this condition destination IP
address, dip may have 4 conditions. For dip [3:0] < 4, index value is equal to 0. For dip [3:0] < 8, index value is equal to 1 and so
on.

3.5 Decision Tree Classifier (DTC)

Fig. 2 Decision Tree Classifier
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Fig. 2 shows the decision tree classifier. The index values of the DTC are fed into the leaf node top module which consists of

16 leaf nodes. The leaf node 1 and leaf node 2 are cut into sub leaf nodes depending upon the source port values. If the 16 bit
source port is equal to 1, branching into the sub leaf node occurs and if source port is equal to 2, no branching occurs and dout3
will be the output. The branching of the sub leaf nodes depends upon the 16 bit destination port number and 8 bit protocol
number. Depending upon these two values either dout2 or dout3 output is obtained.

For the remaining 14 leaf nodes, the output data depends only on the 16 bit source port number. In case the packet header
matches with the port number, the output data follows the input. Else no output is obtained.
3.6 Decision Tree Classifier (DTC) Stages

A 2 stage parallel decision tree classifier is designed and implemented. This increases the execution speed and performance.
Since the 2 stages are parallelized, a defect in any one stage would not affect the working of the other stage. Also the resource
utilization and power consumption is minimal.

IV. EXPERIMENTAL RESULTS

The proposed architecture is implemented on Spartan 3 FPGA development board. The synthesis tool that is used is Xilinx
14.7 and the Modelsim tool is 6.3f. The fig. 3 shows the simulation of the architecture.
4.1 Comparison of Resource Utilization

After performing synthesis of Decision Tree Classification architecture, the synthesis report is obtained which is tabulated and
the results are compared with those obtained in the previous works.

Table 4.1: Synthesis Report of DTC Architecture

Seria
l No.

Resource Utilization of DTC Stages

Implementation LUTs Flip Flops

1 1 Stage 33 19

2 4 Stages 132 78

3 8 Stages 2718 2900

4 Whole Design 5121 5608

Table 1 shows the synthesis report of Decision Tree Classification Architecture. These results are compared with the readings
of the previous work. The synthesis report of the previous work is shown in Table 2

Table 4.2: Synthesis Report [1]

Implementation LUTs FF

DT Engine 1 Stage 62 96

DT Engine 4 Stage 240 332

DT Engine 8 Parallel
instances of 4 Stage 2952 3100

Whole Design 6442 5336

On comparing Table I and Table II, it becomes evident that the proposed architecture uses less number of flip flops and LUTs
than what is used in [1].
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4.2 Simulation
The simulation of the architecture is performed using Modelsim 6.3f. The simulation waveform is shown in Fig. 3

Fig. 3 Simulation

V. CONCLUSION

The proposed architecture has the advantage of being highly scalable and exhibits high levels of parallelism. The performance
of the architecture is not affected when large amount of input data is fed into the system and is independent of the number of
splitting attributes used for branching. Higher levels of parallelism can be obtained by increasing the number of parallel pipelines.
Even the depth of the decision tree can be increased by increasing the number of parallel pipelines.

The resource utilization of the decision tree classification hardware accelerator is minimal and hence the power consumption
is also reduced. Contrary to the previous implementations, the parallelism of different decision tree engines and the use of
temporary registers to minimize the clock cycles are focused upon.
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